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Structure determination of a novel macromolecular complex via single-particle electron microscopy
depends upon overcoming the challenge of establishing a reliable 3-D reconstruction using only 2-D
images. There are a variety of strategies that deal with this issue, but not all of them are readily accessible
and straightforward to use. We have developed a ‘‘toolbox” of ab initio reconstruction techniques that
provide several options for calculating 3-D volumes in an easily managed and tightly controlled work-
flow that adheres to standard conventions and formats. This toolbox is designed to streamline the recon-
struction process by removing the necessity for bookkeeping, while facilitating transparent data transfer
between different software packages. It currently includes procedures for calculating ab initio reconstruc-
tions via random or orthogonal tilt geometry, tomograms, and common lines, all of which have been
tested using the 50S ribosomal subunit. Our goal is that the accessibility of multiple independent recon-
struction algorithms via this toolbox will improve the ease with which models can be generated, and pro-
vide a means of evaluating the confidence and reliability of the final reconstructed map.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The ‘‘initial model problem” in single-particle electron micros-
copy (EM) refers to the difficulty of obtaining an accurate prelimin-
ary three-dimensional representation of a sample exclusively from
two-dimensional images. The addition of a spatial dimension re-
quires further knowledge of the relative angular orientation of
the 2-D projections, termed Euler angles, such that the latter can
be properly oriented and back-projected to assemble a 3-D struc-
ture. The task of determining Euler angles has been actively ad-
dressed with a wide range of techniques, but each has drawbacks
and limitations. A crucial caveat for the construction of any initial
model is that a map will emerge, regardless of its correctness. Dis-
criminating between accurate vs. inaccurate representations of a
sample can be an arduous task, often requiring additional bio-
chemical and/or structural analysis. Furthermore, noise and refer-
ence bias in the 2-D alignment can produce over-fitting, leading
to general skepticism of preliminary models resulting from a single
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3-D reconstruction package (Stewart and Grigorieff, 2004). With
this in mind, we have developed a standardized toolbox of initial
model generators that include most available software packages
and that implements uniform conventions, with the ultimate goal
of converging at a single, refined structure.

In transmission electron microscopy, the internal features pres-
ent in a 3-D object are transferred onto 2-D micrographs, and so it
has long been known that the structure of the object can be recon-
structed from its corresponding 2-D projections ((Crowther et al.,
1970); for reviews, see (Crowther and Klug, 1975; Frank, 1981)).
Such reconstructions are often based on the so-called central slice
theorem, which states that a 2-D projection of a 3-D object repre-
sents a 2-D slice through the center of the 3-D density distribution
in Fourier space. Utilization of this theorem will assign orientations
to 2-D projections, which would then form the 3-D object. An alter-
native to computationally determining Euler angles is to use phys-
ical tilting of the specimen inside the microscope to provide
constraints on the relative angles between 2-D projection views.
Random-conical tilt reconstructions (Radermacher et al., 1986),
orthogonal tilt reconstructions (Leschziner and Nogales, 2006),
and tomographic reconstructions (Frank, 2006) all use variations
of this approach.

Angular reconstitution, a real-space version of the central slice
theorem, is one example of a common lines based algorithm used
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for ab initio angular assignment. The algorithm assumes particles
are distributed with random orientations and identifies intersect-
ing 1-D lines from different 2-D projections (van Heel, 1987). Ini-
tially, three 2-D projections, preferably corresponding to
orthogonal views of the 3-D object, are chosen as starting points
to fix the selected images in a single orientation with respect to
each other. This is then followed by a brute-force search, whereby
the 1-D lines for each consecutive projection are compared to all 1-
D lines of those projections whose orientation is already deter-
mined. An alternative Fourier-space version of the central slice the-
orem (Ludtke et al., 1999) uses a cross common line approach that
searches for the orientation and center parameters to minimize the
mean phase differences between intersections of 2-D planes (i.e.
common lines) in Fourier space. In practice, the low signal-to-noise
ratio (SNR) of raw images usually limits the use of both methods to
class averages, the combinatorial sum of aligned, identical single
particles, which have significantly higher signal-to-noise ratios.
Additionally, factors such as conformational heterogeneity, mis-
alignment, misclassification, and preferred orientation (for a re-
view, see van Heel et al. (2000)) contribute to the difficulty of
obtaining a reliable ab initio reconstruction using common lines
approaches, particularly for objects devoid of internal symmetry.

Tomography is the most straightforward technique used to di-
rectly obtain a 3-D structure from a set of 2-D projections, and in-
volves collecting an entire series of tilted images at a given angular
increment (for a comprehensive review see Frank (2006)). Though
not always deemed as such, it is in fact the quintessential ‘‘single-
particle” reconstruction method, since a separate tomogram and
the resulting 3-D structure can be uniquely obtained for every
macromolecular complex lying on the grid, avoiding the averaging
of individual particles in conventional single-particle EM. A crucial
drawback, however, is that physical tilting of the grid beyond �60�
in either direction leads to a rapid increase in the effective speci-
men thickness, thus limiting electron contribution to image forma-
tion, in practice resulting with a consequent missing wedge of
information. Furthermore, because each tomogram represents a
collection of images corresponding to a single region on the grid,
the electron dose must be significantly lowered to prevent radia-
tion damage to the sample. The lower SNR often eliminates the
possibility of image alignment on individual particles as is done
in conventional single-particle reconstructions and, unless fiducial
markers (e.g. electron dense gold clusters) are introduced, the
alignment is instead performed at a much-less accurate global
scale of the micrographs, ultimately lowering the overall resolution
of the resulting structure.

Alternative ab initio reconstruction techniques involve the col-
lection of only two images from the same region of the grid, each
acquired at a different tilt relative to the electron beam. In both
random-conical tilt (RCT) (Radermacher et al., 1986) and orthogo-
nal tilt reconstruction (OTR) (Leschziner and Nogales, 2006) meth-
odologies, the two angles provide different views of identical
particles, constraining the geometric relation between them. RCT
requires image pairs, one untilted and the other tilted to 45� or
more. Untilted particle images are aligned and classified, putting
identical views in a single in-plane orientation. The corresponding
tilted particle images, whose relative geometry is established, are
used to back-project and reconstruct the 3-D volume. The inher-
ently random in-plane orientation of identical views allows the
corresponding tilted images to be back-projected in a conical fash-
ion, thereby reducing the missing wedge to a missing cone. Elimi-
nation of missing information can be achieved with OTR, which
differs from RCT in that both image pairs are tilted and collected
at �45� and +45� inside the microscope, providing the equivalent
of a 90� tilt angle compared to RCT. The method is complicated
by the 2-D alignment of tilted data and requires large numbers
of particles exhibiting no preferred orientation on the grid. In the
case of a single orientation, OTR is unable to create a reliable
model, as the particle tilt pairs for any given class average would
not fill the entire Fourier space.

The method of choice for creating ab initio reconstructions often
depends on the availability of a particular algorithm within the EM
processing packages utilized in a lab. While it makes sense to use a
variety of approaches on a completely unknown structure, in prac-
tice, incompatible data and parameter file formats, along with an
absence of established mathematical conventions makes this pro-
cess challenging and encourages package lock-in (reviewed in
(Carragher and Smith, 2008)). To this end, we have developed a
toolbox of ab initio reconstruction techniques that streamlines
and largely automates most of the intermediate steps for each of
the most commonly used algorithms. The toolbox guides the user
through the steps of creating ab initio reconstructions using the
Appion pipeline (Lander et al., 2009), thus making it straightfor-
ward to obtain reconstructions using a variety of orthogonal tech-
niques. Below we provide a brief introduction to the overall
architecture of the ‘‘initial model” pipeline and provide examples
of how each of the major ab initio reconstruction methods has been
implemented. The basic functionality of each of these methods was
validated using five distinct 50S large ribosomal subunit datasets,
and the results for the reconstruction of the 50S subunit are de-
scribed and discussed.
2. Methods

2.1. Sample preparation

The 50S ribosomal samples were prepared from Escherichia coli
MRE600 cells as described previously (Bunner et al., 2008). Briefly,
ribosomal subunits were isolated as 70S particles from cells, disso-
ciated into individual subunits by dialysis, and separated over su-
crose gradient. For EM sample preparation, 50S samples at a
concentration of 24 lM in buffer (50 mM Tris–HCl, pH 7.8,
10 mM MgCl2, 100 mM NH4Cl, 6 mM bME) were diluted 1:200
for vitreous ice and 1:1000 for negative stain.

Carbon coated and C-flat (Protochips, Inc.) grids were cleaned
using a Gatan Solarus plasma cleaner (5 s, 25% O2, 75% Ar). For neg-
atively-stained specimens, a 3 lL drop of 50S sample was applied
to the grid followed by 2% Uranyl acetate using a deep-staining
protocol (Ohi et al., 2004). For carbon sandwich specimens, an
additional layer of thin carbon was floated onto the grid. 50S ribo-
somal subunits preserved in vitreous ice were prepared on C-flats
overlaid with an additional thin layer of carbon and samples were
vitrified using an FEI Vitrobot.

2.2. Data collection

All data collection was performed using a transmission electron
microscope (FEI Tecnai F20) operating at 120 kV. Four major data-
sets were collected for the 50S ribosomal subunit. RCT (Dataset 1)
and tomography (Dataset 2) datasets were collected with 50S sub-
units embedded in deep stain. Common lines ab initio reconstruc-
tions (Dataset 3) and projection-matching refinements (Dataset 4)
were carried out on 50S subunits embedded in vitreous ice. All
images were recorded with a Tietz F415 4k � 4k pixel CCD camera
(15 lm pixel) and were collected at 50,000� magnification
(0.163 nm pixel size) using the Leginon data collection software
(Suloway et al., 2005, 2009; Yoshioka et al., 2007).

2.3. The Appion image-processing architecture

All ab initio methods are implemented within the Appion pipe-
line (Lander et al., 2009). Written as a set of python wrappers for a
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wide array of existing processing software, Appion provides
inter-package compatibility, while maintaining a generic, intuitive
interface meant to guide the user through each step of image anal-
ysis. It is connected to a centralized database that stores, tracks,
and links all the relevant input and output parameters, beginning
with the creation of a micrograph and continuing through to the
final 3-D reconstruction. A web-based graphical user interface
(AppionWeb) provides the means by which to launch processing
jobs, while graphical and tabular summaries display all relevant
output at the end of each run (Supplementary Fig. 1). Unless rele-
vant to the result, intermediate steps in the processing are largely
automated (Supplementary Fig. 2 provides one such example). This
general framework keeps track of experiments and all metadata re-
lated to the creation of ab initio reconstructions.
2.4. Standardized conventions

The realization of inter-package compatibility depends on the
standardization of both mathematical and lexical conventions in
EM. The alignment routine illustrates the problem at hand. First,
the direction of translations and rotations are often defined differ-
ently among various packages (Table 1). Second, the order of oper-
ations in carrying out the transformation also varies. For example,
in order to place a particle in a specific orientation, Xmipp first
shifts, then mirrors, and finally rotates each image, whereas SPI-
DER shifts, rotates, then mirrors. IMAGIC, on the other hand, gives
the option of either shifting or rotating first, specified by the user.
Notably, the outcome depends on the order of operations, while
the bookkeeping is further complicated by the exact geometry of
the coordinate system in use. Even lexical definitions have suffered
from such inconsistencies, as in the case where ‘‘clustering”, ‘‘clas-
sification,” and ‘‘data analysis” can all refer to an identical opera-
tion. We have adhered to the conventions suggested by
Heymann et al., (Heymann et al., 2005) which allow us to inter-
convert parameters between packages and maintain a single, stan-
dardized format.
2.5. Particle alignment and classification

An integral component of most ab initio 3-D reconstruction ap-
proaches is the initial alignment and classification of 2-D images.
We have incorporated a variety of alignment and classification
tools into the pipeline, including methods from Xmipp (Pascual-
Montano et al., 2001; Sorzano et al., 2004; Scheres et al.,
2005a,b), IMAGIC (van Heel et al., 1996) and SPIDER (Frank et al.,
1996), to perform reference-free and reference-based particle
alignment, feature analysis, and particle clustering. With six differ-
ent alignment routines and four different classification routines
currently in the pipeline, it is already possible to perform 24 inde-
Table 1
Varying conventions among different EM software packages used in ab initio reconstruction
(Ludtke et al., 1999). When given a positive angle in the specific processing package, the in
viewer. Similarly, positive X and Y translations move the image according to the first and se
D volumes. The file format refers to the main format used by the package.

Program Convention

In-plane rotation Shift directi

Heymann et al. Counterclockwise Right-up
Bsoft Counterclockwise Right-up
Xmipp Clockwise Right-up
SPIDER Counterclockwise Right-up
EMAN1 Counterclockwise Right-up
EMAN2 Counterclockwise Right-up
IMAGIC Clockwise Down-right
Python-Numpy Counterclockwise Right-up
pendent particle classifications. An example of the available meth-
ods along with input and output parameters for the pipeline is
shown in Fig. 1. As always, the pipeline conforms to the general
principles of the Appion architecture, employing a standardized
format that allows for inter-package compatibility.

2.6. Initial model calculation and ab initio reconstruction within
Appion

Conventional approaches for creating ab initio reconstructions
and supplying initial models for structural refinement have been
largely automated within the Appion infrastructure. In certain
cases, minor changes have been made to either improve the algo-
rithm or simply facilitate its integration into Appion. Each ap-
proach is schematically summarized in Fig. 2, with some
additional details explained below.

2.6.1. Pre-existing models
Appion allows for the use of any pre-existing model as a starting

point for 3-D reconstruction. The PDB uploader converts PDB coor-
dinates (Berman et al., 2000) into volume data with a user-speci-
fied pixel size, box size, and resolution. An additional option is
use of the ‘‘biological unit” as defined in the PDB, important for
structures with internal symmetry (e.g. viruses). An EMDB upload-
er performs a largely similar task from the electron microscopy
database (Tagari et al., 2002). Finally, a manual uploader allows
users to incorporate any custom initial model into the pipeline, a
tool that we have found to be particularly valuable for visiting sci-
entists, arriving with an initial model on a thumb drive in their
pocket.

2.6.2. Angular reconstitution
An illustrative summary of the method is shown in Supplemen-

tary Fig. 3. It begins with class averages that have been pre-pro-
cessed through iterative alignment and classification using the
Appion pipeline (Supplementary Fig. 3A). The user selects three
initial class averages, ideally representing different axial views of
the 3-D object, and inputs particle-specific parameters into the
web-based form (Supplementary Fig. 3B). The 3d0 batch script
then performs Euler angle assignments for the entire set of class
averages, error-based sorting, 3-D reconstruction, and calculation
of the Fourier-shell correlation (FSC). As expected, the three chosen
class averages have a large influence on the result, so it is impera-
tive to run multiple initializations to obtain a consistent final mod-
el. The 3d0 summary page (Supplementary Fig. 3C) aids in this
process, allowing the user to quickly assess the qualitative and
quantitative accuracy of the resulting density prior to launching
an iterative 3-D refinement. This final step (Supplementary
Fig. 3D) applies multi-reference alignment and multivariate
s. Results here corresponds to the particle transformation viewed in EMAN’s V2 viewer
-plane rotation defines the direction in which a 2-D image is turned according to the
cond shift direction, respectively. The Euler system refers to the axes of rotation for 3-

on (x–y) Euler system Primary file format

ZYZ –
ZYZ Many
ZYZ SPIDER single
ZYZ SPIDER
ZXZ MRC, IMAGIC
ZXZ HDF5
ZYZ IMAGIC
– –



Fig. 1. The alignment and classification pipeline. (A) Routines from different packages are available for raw particle alignment. (B) Summary page showing output for a stack
of raw particles aligned with IMAGIC multi-reference alignment. The total sum from the aligned stack and a graphical correlation distribution are additionally displayed. (C)
An aligned stack can be subjected to one of four feature analyses, as implemented in each of the processing packages. (D) A package-specific feature analysis summary form is
displayed along with the further option of particle clustering into class averages.

Angular Reconstitution

Untilted data collection
1) Particle selection 
2) CTF correction 
3) Stack creation

Particle alignment & 
classification

Selection of class 
averages for 3d0 creation

Selection of 
3d0 & iterative batch 

refinement

Cross Common Lines

Untilted data collection
1) Particle selection 
2) CTF correction 
3) Stack creation

Particle alignment & 
classification

Selection of class 
averages for 3-D 
reconstruction *

* Depending on the symmetry, cross common lines euler search is performed on either class averages (”startAny”) or corresponding raw particles (”starticos,” “startcsym,” “startoct”)

Tomography

Tilt-series collection Sub-tomogram selection 
Z-projected 

sub-tomogram alignment
 & classification

Selection of sub-tomogram
class for 3-D averaging

Global image alignment
& tomogram creation

RCT

Tilt-pair collection
1) Tilted & untilted particle selection
2) Tilt-pair micrograph alignment 

Untilted particle 
alignment & classification

Pre-existing Models

Manual model upload
or retrieval from 
PDB / EMDB id

Selection of particle 
class(es) for iterative
3-D reconstruction 

Tilted & untilted stack creation

Fig. 2. Ab Initio reconstructions and initial models within Appion: Each methodology for acquiring an initial 3-D structure, as implemented within the Appion framework, is
illustrated with a step-by-step scheme, wherein each box represents the major stage at which user intervention is required. Colored boxes are specific to the particular
methodology employed, whereas white boxes represent generic procedures in single-particle image analysis.
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statistical analysis (Frank and van Heel, 1982; van Heel, 1984) to
the raw particles to generate improved averages for each iteration,
with the rest of the steps remaining largely identical to 3d0 gener-
ation. (Supplementary Fig. 2 shows output structures at various
iterations of the refinement).
2.6.3. Cross common lines
A set of class averages from the alignment and classification

pipeline is selected by the user. Depending on the presumed sym-
metry of the particles, an EMAN cross common-line search and 3-D
reconstruction (Ludtke et al., 1999) is launched (‘‘startAny” for C1
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symmetry, ‘‘startcsym” for Cn symmetry, ‘‘starticos” for icosahe-
dral symmetry, or ‘‘startoct” for octahedral symmetry).

2.6.4. Tomography
An image stack is created from a tilt-series, and all data is con-

verted to the standardized file formats and map orientations of
IMOD (Kremer et al., 1996). The IMOD correlation-based fiducial-
less global alignment algorithm then aligns the micrographs to
each other, allowing for the creation of a full tomogram through
3-D back-projection. Alternatively, as is the case of this study, an
external program (Winkler and Taylor, 2006) can be used to create
the full tomogram, which is then uploaded back into the Appion
database. A z-projection image of the tomogram is generated, dis-
played, and stored in the database during the upload, becoming
available for further processing steps. Sub-tomograms are then ex-
tracted either manually or with the use of one of the automatic
particle-picking algorithms already in the pipeline. These individ-
ual sub-tomograms are generally crude representations of the ob-
ject, and it is best to perform multiple sub-tomogram averaging to
reduce the effects of the missing wedge and improve the SNR. The
z-axis projections of the individual sub-tomograms, each corre-
sponding to a single macromolecular particle, can be readily pro-
cessed using the conventional 2-D alignment and classification
available in the pipeline. The sub-tomograms from a well-ordered
projection class are then selected and centered along the z-axis,
wherein the algorithm minimizes artifacts from misalignments
and back-projections using thresholding criteria. The individual
sub-tomograms are subsequently transformed according to their
alignment and averaged to provide a 3-D model.

2.6.5. RCT
Tilted data collection, particularly for vitreous ice specimens, is

difficult and tedious, and was recently addressed by a method that
uses a feature-based tracking algorithm to make automated data
collection possible (Yoshioka et al., 2007). We have also addressed
another rate-limiting step with the implementation of the TiltPick-
er program, which automates the particle matching process and
determines all essential image tilt parameters (Voss et al., 2009).
The matched particle coordinates are then used to create both a
tilted and untilted stack, and the latter is processed using the Appi-
on alignment and classification pipeline. The alignment parame-
ters allow for the assignment of Euler angles to all tilted particle
images, which are then back-projected into a volume for each
class. A subsequent iterative centering operation uses cross-corre-
lation of raw, tilted particles against corresponding volume projec-
tions to produce a refined ab initio reconstruction. An example of
the output from the RCT pipeline is shown in Supplementary Fig. 4.

2.6.6. Projection-matching refinement
All models were refined using EMAN projection-matching (Lud-

tke et al., 1999), wherein raw particles are aligned to projections
covering the complete asymmetric unit, and the orientation of
the best matched projection is assigned to each particle. We used
12 iterations of projection-matching, decreasing to an angular pro-
jection step size of 4�. Approximately 70% of raw particles were
kept in each round.

2.7. Synthetic data

An 80,172 particle synthetic dataset (Dataset 5) was used to val-
idate all results. Its creation is summarized in Supplementary
Fig. 5. Projections of the 50S ribosomal subunit (Matadeen et al.,
1999) were created using EMAN project3d program with 68 itera-
tions at an angular increment of 4� (1179 particles per iteration).
The particles were randomly shifted, rotated, and flipped, and the
SNR was reduced to 0.1. A contrast transfer function with a Gauss-
ian distribution of defocus values was applied to each particle
using a mean defocus of �1.5 lm and a standard deviation of
0.4 lm. This was followed by the application of an experimentally
determined envelope function, and an additional layer of noise,
bringing down the SNR to 0.05, in agreement with real EM data
(Baxter et al., 2009). The applied contrast transfer function was
corrected, but with the introduction of a small standard error
(r = ± 0.04 lm) in an attempt to simulate the error associated with
automated CTF estimation. Finally, the raw particle stack was fil-
tered to maintain information between 5 and 600 Å, respectively.
3. Results

Initial models were generated using a variety of methods and
then used as a starting points for a projection-matching refinement
of an 82,575 particle dataset (Dataset 4) of 50S subunits embedded
in vitreous ice and a synthetic 80,172 particle dataset (Dataset 5)
created from computational projections of 50S subunits. The re-
sults are summarized in Fig. 3 and Supplementary Fig. 6 and de-
scribed in more detail below. All processing was completed using
algorithms incorporated into the Appion pipeline. A full textual
description of the processing required to obtain each initial model
is available in Supplementary material.

3.1. Pre-existing models

The use of a similar structure available in one of the public
databases provides the most straightforward means of generating
an initial model. This might work well when the structure of
interest is expected to vary from an existing model by only a
minor conformational or structural change. Models of the 50S
ribosomal subunits were uploaded from the PDB (PDB id 1JJ2
(Klein et al., 2001)) and EMDB (EMDB id 1019 (Matadeen et al.,
1999)) databases. Both were low-pass filtered to 20 Å prior to
use. During processing of the data, we determined that the pixel
size of the EMDB structure needed to be adjusted by �20% (from
1.55 nm/pixel to 1.3 nm/pixel) so that it would correspond with
the X-ray PDB maps and our experimentally acquired data.
Although the PDB model (Fig. 3B, left) is missing the L1 protein
(left arm) and most of the L11 and L7/12 proteins (right arm), this
information is accurately recovered in the final reconstruction
(Fig. 3B, right) after only two iterations. The EMDB initial model,
once adjusted to the correct scale, also results in a refined struc-
ture that reproduces all of the major structural features of the 50S
subunit (Fig. 3C).

3.2. Common lines

The model from angular reconstitution (Fig. 3D, left) provides
an example of the common lines methodology as a means to a
high-resolution reconstruction in and of itself, attaining a resolu-
tion of 16.2 Å by FSC0.5 prior to projection-matching refinement.
Careful comparison with the EMDB structure shows that most ma-
jor proteins and RNA densities are in agreement. The major excep-
tion is the L11 arm, a protein that is crucial for tRNA loading and is
known to be conformationally variable (Kavran and Steitz, 2007).
When compared to how the methodology is conventionally used,
the major difference with our implementation of angular reconsti-
tution lies in the high level of intrinsic automation. An essentially
identical structure to that of the EMDB was obtained with only a
few key steps requiring user intervention, namely the selection
of initial class averages and an appropriate 3d0 model for batch
refinement.

A second model was constructed using cross common lines
(Fig. 4F, left; Fig. 5, bottom left). Inaccurate in some of its



Fig. 3. Initial models and final reconstructions of the 50S ribosomal subcomplex. (A) EMDB ribosomal model showing relative rotations for each view with an emphasis on
defining features such as the L1 and L11 protein arms, the central protuberance (CP), and the tRNA cleft with the protein transferase center (PTC). (B-F) Rotated views of the
ribosomal subunit are shown for each initial model (left) and final reconstruction (right). The best resolution is given by FSC0.5 and RMeasure (Sousa and Grigorieff, 2007),
respectively. All parameters are summarized within Supplementary material.
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predominant features, the volume converged on a structure with
an abnormally elongated central protuberance and an absence of
the central cleft. One interesting observation was that upon substi-
tuting the input class averages by those produced in the last itera-
tion of angular reconstitution batch refinement, a significantly
cleaner and more accurate structure was attained (Fig. 5, top left).
This suggests that ab initio reconstructions from common lines rely
much more on proper classification and 2D alignment of the raw
particles rather than the particular algorithm used for Euler angle
determination.
3.3. Tomography

The presented tomographic model is averaged from 93 particles
and provides an example of the minimum features required to con-
verge to an accurate 3-D structure (Fig. 3F, left) (in our earlier at-
tempt, a model averaged from only 22 particles belonging to one
class with a limited in-plane rotation, and hence a limited Euler an-
gle distribution, [Fig. 6B] also converged to an equally accurate
refinement). In the case of the 50S subunit, it is merely the pres-
ence of appropriate object dimensions and a well-defined central



Fig. 4. Inaccurate reconstructions from initial models. All parameters for refinement were identical to those used to generate the reconstructions in Fig. 3. (A) EMDB model as
in Fig. 3A. Iterative projection-matching refinement was performed on (B) a hemisphere, (C) symmetric Gaussian sphere, (D) asymmetric Gaussian sphere, (E) poorly
reconstructed model from angular reconstitution using a preferred orientation dataset, and (F) cross common lines using a non-preferred orientation dataset. Convergence
was not achieved for any model.

Fig. 5. Influence of particle alignment on a common lines Euler search. All parameters for refinement were identical to those used to generate the reconstructions in Fig. 3.
Refined and iteratively aligned class averages created from the 5th iteration of angular reconstitution batch refinement were input into a cross common lines Euler search to
obtain an initial model which readily converged to an accurate structure (top). Both initial model and final reconstruction are compared to those from Fig. 4F (bottom), which
did not converge.

N.R. Voss et al. / Journal of Structural Biology 169 (2010) 389–398 395
protuberance. These particular requirements need to be stressed,
since Gaussian spheres and poorly reconstructed common lines
models generate various structural aberrations within the final
volumes and did not converge to a single, defined structure
(Fig. 4). The beginning of a tRNA cleft, though visible in the initial
model, was arguably unnecessary for proper alignment and



elongated density Carbon grain
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Fig. 6. Undesired features found in the models generated by the various methods for ab initio 3-D reconstructions. (A) Side view of the 50S ribosomal subunit with elongated
density is shown, created using automated 3d0 construction with angular reconstitution. (B) Frontal view showing the generally lower resolution of tomography, obtained
using only 22 particles from an earlier attempt. (C) Side view of the RCT reconstruction showing the carbon grain upon which the ribosome lies in its preferred orientation on
negatively-stained grids.
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classification, as its details are not well pronounced. This result fur-
ther illustrates the idea that it is the low-resolution information
that dictates the accuracy of alignment and classification in a pro-
jection-matching algorithm. That said, convergence may not be
attainable with a more challenging sample, particularly one smal-
ler in size or exhibiting conformational heterogeneity.

3.4. RCT

From 2-D analyses of the dataset, it became evident that the 50S
subunit resides almost exclusively in a single orientation on the
grid (Fig. 6C). While facilitating the 2-D alignment and classifica-
tion, this also eliminates the ability to reduce the effects of the
missing cone by creating multiple reconstructions from different
class averages. The sole resulting model from the RCT dataset
achieved a 28.2 Å resolution by FSC0.5 (Fig. 3E, left). Despite the
missing cone of information, it displays a well-defined tRNA cleft
containing the protein transferase center (PTC), central protuber-
ance (CP), and both L1 and L11 arms. In the presence of alternative
orientations of the ribosomal subunit, the missing cone effect could
be reduced, as this would allow averaging from multiple 3-D
reconstructions. Nevertheless, the structural details provided all
the necessary information to readily converge at a refined 3-D
reconstruction.

All raw data (stacks and initial models) can be downloaded
from http://ami.scripps.edu/experiment.

4. Discussion

The advantages and disadvantages of each approach are illus-
trated in the resulting initial models obtained for the 50S large
ribosomal subunit. Angular reconstitution is best suited to situa-
tions where particles are randomly orientated on the grid. We were
not able to obtain a reliable initial model with this method when
particles resided in highly preferred orientations (Fig. 4E, left). In
general, unless 2-D projections are available in orientations rela-
tively close to the three axial views, determining a correct C1 struc-
ture is difficult and potentially misleading. In our case, prior to its
improvement with successive batch refinement, the initial 3d0
generated by angular reconstitution displayed missing features
and extended density (Fig. 6A). In the case of tomography, an ear-
lier initial model was of substantially lower resolution than pro-
vided by some of the other techniques (Fig. 6B). While this was
partly remedied by simply increasing the number of particles
and averaged sub-tomograms within the final volume (comparing
Fig. 3F, left, and Fig. 6B), the global nature of tomogram alignment
and the missing cone will still likely limit the resolution that can be
achieved. This effect is less pronounced in the RCT reconstructions,
since the preferred orientation of the 50S subunit lying on the car-
bon support film provides a nearly ideal scenario for the technique.
Densities corresponding to specific RNA domains were present
(but not highly pronounced) in our ab initio RCT structure, appro-
priately matching to RNA regions in the PDB or EMDB models.
The effect of the interaction of the particle with the carbon sub-
strate is also clear in this reconstruction, as evidenced by the car-
bon grain corresponding to the support layer on which the
ribosomal subunit rests in its preferred state (Fig. 6C). At a lower
threshold, the carbon substrate is clearly defined as a plane of
noise along the face of the crown view. Without multi-volume
averaging, this presents a drawback and might lead to structural
mischaracterization if the method is used alone. Finally, while
we were not able to generate a reliable model using orthogonal tilt
reconstruction for the data presented in this paper (the result of an
exclusively preferred orientation on negatively-stained grids and
the difficulty of collecting OTR data for vitrified samples), the
method has also been incorporated into the Appion pipeline. In
the absence of preferred orientation, OTR provides an attractive
additional method for initial model generation, eliminating the
missing cone and the need for multi-volume averaging.

Our final refined reconstructions shown in Fig. 3 share identical
features and demonstrate that it is possible to converge to a single
3-D structure using several independent approaches. This data al-
lows for one of several conclusions to be drawn. Either (1) the
method for projection-matching refinement always converges to
a single result regardless of the input initial model, or (2) the initial
models are in fact telling a similar story. We found good reason to
support the second conclusion, in particular from our observation
of initial models that did not converge to the correct structure.
Fig. 4 provides five such examples. In all cases the output volumes
are neither consistent with each other, nor with the refinements
from Fig. 3. Each contains chunks of improperly allocated density
and displays various degrees of irregularities, some of which
potentially lie in areas of local minimum values. While we
acknowledge that many such structures are often salvageable
through additional iterative refinement (especially with a robust
sample like the 50S subunit), the conclusion remains unchanged
– ‘‘good” initial models readily lead to a single, definitive result,
whereas ‘‘bad” initial models do not. Not all models provide appro-
priate starting points for refinement, and even well-tested meth-
ods can sometimes produce unreliable structures.

http://ami.scripps.edu/experiment
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The variable degree of correctness within each ab initio recon-
struction raises the critical question of how to distinguish an accu-
rate from an inaccurate representation of the object. A recent
discussion of this issue argued that a direct reconstruction method
such as RCT can be used to verify models calculated using angular
reconstitution (Cheng et al., 2006). Provided that the 2-D align-
ment and classification necessary for RCT is correctly performed
on a large enough number of particles, such an approach would of-
ten resolve the issue. From our observations of structural conver-
gence, several other points are evident. For one, inaccuracy can
be assessed by the presence of random features within the 3-D
model, whose relative orientation changes from one reconstruction
to the next. This was the case with non-converged reconstructions
(Fig. 4) and is particularly relevant to common lines, where angular
assignment depends fundamentally upon the quality of alignment
and classification. Inaccuracies in the latter will almost certainly
propagate errors into subsequent reconstructions (Fig. 5). On the
other hand, accurate models should share similar low-resolution
features. For the 50S subunit, these features are not overly com-
plex, as evidenced through both tomographic initial models. For
other macromolecules, this may not be the case, and it is the iden-
tification of such features that often presents a significant chal-
lenge to the microscopist.

Regardless of the specific approach used to distinguish the
‘‘good” from the ‘‘bad” initial model, a single concept underlies
its general motivation – the use of independent techniques to as-
sess structural agreement. Verifying any ab initio reconstruction
via several independent methodologies should therefore be stan-
dard procedure, one that is greatly simplified with the availability
of automated data collection and a streamlined toolbox of inte-
grated analysis techniques. With this in mind, our own goal is to
continue to add routines to the Appion pipeline and we encourage
other groups to provide their own contributions. Appion is freely
available under the Apache Open Source License, Version 2.0. Soft-
ware can be downloaded from http://www.appion.org.
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